




































Figure 5 - Scenes showing proper classification. 

Figure 6 - Scenes showing improper classification. 

Summary 
Our new method of updating the background has enabled us to do a better job of 

segmentation. This, in turn, has reduced the error in the rest of the system. Also, our region 

tracking approach has improved our ability to accurately track vehicles as they move through the 

scene. Our classification rate remains less than hoped for despite our attempts to improve our 

camera calibration and implement a new discrimination algorithm. Our results and suggestions 

will be discussed in the conclusion. 
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Chapter 4 - Shadow Handling 

Introduction 
. 

One of the great difficulties in monitoring traffic scenes under natural lighting conditions 

is to account for shadows. When a scene is undergoing segmentation, the cast shadows often 

distort the shapes of vehicles thus making it more difficult, if not impossible, to make an accurate 

analysis as shown in Figure 7. However, there have been attempts to limit the effects of strong 

shadowing in traffic scenes. A variation of the method proposed by [8] has been implemented in 

this system with some success. This has shown improvement in the classification rates of scenes 

involving shadows. 

Figure 7 - Improper classification due to the presence of shadows. 

Approach 

It is known that even in shadows there exist detectable edges. We exploit this fact to 

shrink a region of interest to include a vehicle and ignore the effects of its cast shadow. If we do 

edge detection along one dimension of a region of interest we should expect to see stronger 

edges at a vehicle boundary and weaker edges at a shadow boundary. With this knowledge we 

can adjust the region of interest to discard extraneous areas due to shadows. 
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Our shadow handling is modular in that it can be turned on and off by the user when 

needed. When shadows are present and being handled, scenes are segmented into blobs that are 

assumed to include a vehicle and its cast shadow. Our shadow handler would then process these 

blobs and pass along information to the detection and classification components of this program. 

Within each blob's region of interest, edge detection is done separately in both the x and 

y directions. The edges in each direction and then summed to give an edge histogram. One 

drawback to this method is that edges also exist in the background and can contribute to the 

histograms. To counteract this problem, horizontal and vertical edge detection is also done on the 

same region of interest in the average background image. The resulting background histograms 

are then subtracted from the foreground histograms. Figure 8 shows a shadow handled scene. 

The squiggly lines on the left side and bottom of the bounding box denote the relative strength of 

edges along the rows and columns, respectively. 

We then search the histograms for significant peaks from which we can ascertain the 

vehicle boundaries. The most obvious method of finding peaks is to set a hard threshold. 

However, an invariant threshold favors larger and lighter colored vehicles. We favor a method in 

which the significant peaks are determined by the relative change in histogram values between 

neighbors. 

Figure 8 - Shadow handled scenes. Note that peaks in the histogram correlate strongly with vehicle edges. 
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Summary 
Shadows generally need to be handled under strong illumination conditions. However, 

under these conditions image segmentation becomes more difficult and often results in an 

introduction of noise to the system. _Our shadow handler then needs not only to deal with 

shadows but also with a degraded signal. Despite these difficulties, classification rates improve. 

See figure 9 for scenes showing correct shadow handling. 

If shadow handling is to be a successful component of vehicle classification, we must 

continue to investigate other methods that will improve segmentation. 

Figure 9 - Successful shadow handling (before and after shadow removal images). 
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Chapter 5 - Conclusions 

Summary 
We have implemented this system and tested it with video data provided by the Traffic 

Control Center of Minnesota. In almost all cases, vehicles were correctly detected. For those 

vehicles that were detected, the majority was properly classified as a car or a non-car. The 

provided video data contained artifacts (i.e., time/date stamps) that sometimes prevented 

detection and/or proper classification. The system also handled changing ambient intensity well 

although sudden and extreme changes in lighting affected the output for a few seconds. Our 

vehicle tracking methods also worked well although it was unable to distinguish occlusions. 

We were also able to gather our own video data of traffic flow on Interstate 35W near the 

University of Minnesota. From this video we learned some new things. First, our program 

robustly handles traffic detection and monitoring in any direction. However, to get good 

classification, the scene needs to be rotated so that bounding boxes· are aligned with the direction 

of travel. Second, our program can monitor traffic in multiple directions. Good examples of this 

are shown in Figure 10. 
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Figure 10 - Screen shots of processed video from 135W. 
The picture on left shows a vehicle detected traveling left-to-right. The picture on 
right shows two vehicles detected in the near lane and a truck detected in the far 
lane. Other cars in the far lane were too small and were considered noise by the 

system. 

As noted in [8], for proper traffic detection systems, there should be at least 100m of 

vehicle flow to analyze. In some of the near lanes of the TMS video, there was less than 25m and 

thus many vehicles traveled through the scene too quickly to be detected. In our 135W video, the 

perspective view did not allow many vehicles to be detected until they were halfway through the 

scene because of their size. 

We ran the application on a series of two- to three-minute sequences of the provided 

TMS video. During an average sequence, 288 vehicles were counted, 247 of which were 

detected, giving a detection rate of 85%. Of those detected, 65% were properly classified, 

although there was greater variation than in detection (see Figure 11 for examples of erroneous 

classification). 
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Figure 11 - Scenes showing missed detection due to occlusion and improper classification. 

Future Work 
One limitation of this system is that it worked best when traffic flow was aligned either 

horizontally or vertically. This allowed the bounding boxes to be aligned with actual vehicle 

dimensions. As [13] showed, it is possible to use oriented bounding boxes for real-time detection 

and the implementation of such may provide a more flexible application. Also, although vehicles 

are 3-D entities, they were modeled with 2-D bounding boxes. This forced the recovery of the 

vehicle dimensions to have a small degree of error. This perhaps explains some of the 

classification error. A better method would have been to use a 3-D bounding cube. This allows 

vehicle height to be recovered and thus one more dimension available for class discrimination. 

There was also some error associated with the image rotation. Because rotation requires 

interpolation, many of the resulting segmented images contained more noise than the system 

could handle. If we implemented oriented bounding boxes, we could eliminate this noise. 
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